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**Abstract**: The Philippines is considered the social media capital of the world, and the role of social media has become even more pronounced in the country during disasters. Twitter is among the many forms of social media. As experienced, information and data shared through Twitter have helped individuals, institutions, and organizations (government, public, and private) during emergency response, in making decisions, conducting relief efforts, and practically mobilizing people to humanitarian causes. However, extracting the most relevant information from Twitter is a challenge because natural languages do not have a particular structure immediately useful when programming. Another problem that information extraction faces is that some languages, like Filipino, is morphologically rich, making it even more difficult to extract information. Therefore, the goal of this research is to create Filipino Information Extraction Tool for Twitter (FILIET), a system that extracts relevant information from disaster-related tweets composed in Filipino. The system was able to classify the tweets to caution and advice (CA), casualties and damages (CD), Donations (D). After classification, it was able to extract relevant information by applying rules catered to the category the tweet was classified in. The extractor could extract information such as typhoon signals, suspension of classes, casualties, damages, and items donated with a 0.4 f-measure score.
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# INTRODUCTION

According to a report of the United Nations International Strategy for Disaster Reduction (UNISDR) Scientific and Technical Advisory Group, disasters have destroyed lives as well as livelihood across the world. Between 2000 and 2012, about 2 million people have died in disasters and related damages have reached an estimated US$ 1.7 trillion. In the same report, the UNISDR posits the use and research of new scientific and technological advancements in disaster management (Southgate et al., 2013). This is where social media come in.

Social media are online applications, platforms, and media which aim to facilitate interaction, collaboration, and the sharing of content. Social media can be accessed by computers or by smart phones. In a study and analysis about social media, the Philippines has a high ranking in most of the categories, which led to the country being dubbed as the “Social Media Capital of the World” (Universal McCann, 2008; Stockdale and McIntyre, 2011). In addition to this, social media have also played a vital role in disaster management. Twitter, a popular microblogging platform where users can post statuses in real-time, is used to share information regarding disasters as well as response efforts. As part of the disaster management of the Philippines for natural calamities, the government has released a newsletter[[1]](#footnote-1) containing the official social media accounts and unified hashtags to help in disaster relief efforts.

With many Filipino netizens sharing various types of disaster-related information in Twitter, it would be very beneficial to have a system that extracts relevant information from Twitter so they can be used to assist in disaster relief efforts. The challenge here is to create an information extraction (IE) system for disaster-related Twitter content which is written in the Filipino language (with respect to the TXTSPK and code-switching writing styles).

The rest of the paper proceeds as follows, Section II reviews existing literature related to our approaches. Section III introduces the main processes of our approach. Section IV describes our experiments and findings. In Section V, we conclude our efforts and discuss some recommendations and future works.

# RELATED WORKS

The works of (Imran et al., 2013) focus on the extraction of relevant information from disaster-related tweets. The approach includes text classification and information extraction. In their first paper, the authors worked with Twitter data during hurricane Joplin last May 22, 2011 with #joplin. They used Naïve Bayes classifiers to organize the tweets into meaningful or relevant categories of information for extraction. In their other paper, they used two datasets: (1) tweets during hurricane Joplin last May 22, 2011 with #joplin and (2) tweets during hurricane Sandy last October 29, 2012 with #sandy #nyc. They employed a new approach, known as Conditional Random Fields (CRF), to extract relevant information. Our work utilized the tweet categorization concept specified used in the first.

For information extraction, we have reviewed various approaches used in morphologically rich languages such as the Filipino language. We determined the components of each IE system as well as the tools and evaluation metrics they have used. There are machine learning-based or adaptive systems (Freitag, 2000; Turmo and Rodriguez, 2000; Tellez-Valero et al., 2005), rule-based systems (Lee and Geierhos, 2009; Pham and Pham, 2012), template-based systems (Poibeau, 2001), and ontology-based systems (Nebhi, 2012). Our work focused on machine-learning and rule-based IE systems which will be displayed ontologically. An adaptive IE system uses machine-learning techniques in order to automatically learn rules that will extract certain information (Turmo and Catala, 2006). In (Cheng et al., 2013), they make use of an adaptive IE system that incorporates the usage of rules.

# ARCHITECTURE

Fig. 1 shows the architectural design of the FILIET system.

*Crawler Module*

*Preprocessing Module*

*Feature Extraction Module*

*Category Classifier Module*

*Rule Inductor Module*
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*Rules*

*Extracted Information*

*Ontology Model*

*Gazetteer*

Fig. . Architectural Design of the System

## Crawler Module

The crawler module is for retrieving and collecting tweets using Twitter’s Stream API and the Twitter4j library[[2]](#footnote-2). Fig. 2 shows a sample tweet from the crawled and collected tweets of this module. The translation of the tweet is: “Military efforts are really needed in most part of Leyte. It is getting chaotic. ☹”

<tweet>

Kailangan na talaga ng military efforts sa most part of Leyte. Nagkakagulo na. ☹

</tweet>

Fig. . Sample Tweet

## Preprocessing Module

The preprocessing module includes the following sub-modules:

### Text Normalizer

This sub-module handles the conversion of TXTSPK words to its full-word format for the uniformity and consistency of the extracted information. Fig. 3 shows the output of this sub-module.

### Tokenizer

<tweet>

Kailangan na talaga ng military efforts sa most part of Leyte. Nagkakagulo na.

</tweet>

Fig. . Text Normalizer Output

This sub-module splits the input into individual tokens which will be used for the subsequent sub-modules. Fig. 4 shows the output of this sub-module.

<tweet>

"Kailangan", "na", "talaga", "ng", "military", "efforts", "sa", "most", "part", "of", "Leyte", ".", "Nagkakagulo", "na", "."

</tweet>

Fig. . Tokenizer Output

### POS Tagger

This sub-module tags each of the tokens with its corresponding part-of-speech. A token can be tagged as a noun, a verb, an adjective, an adverb, or other part-of-speech tags. Fig. 5 shows the output of this sub-module.

<tweet>

"Kailangan\_VOTF", "na\_NA", "talaga\_IRIA", "ng\_NA", "military\_NCOM", "efforts\_NNS", "sa\_NCOM", "most\_JJS", "part\_JJ", "of\_IN", "Leyte\_NPRO", ".\_PSNS", "Nagkakagulo", "na\_NA", ".\_PSNS" </tweet>

Fig. . POS Tagger Output

### Filipino NER

This sub-module is responsible for identifying and tagging the proper nouns in the input. The proper nouns are identified with the use of a gazetteer. Fig. 6 shows the output of this sub-module.

<tweet>

"Kailangan\_VOTF", "na\_NA", "talaga\_IRIA", "ng\_NA", "military\_NCOM", "efforts\_NNS", "sa\_NCOM", "most\_JJS", "part\_JJ", "of\_IN", "<location: Leyte/>", ".\_PSNS", "Nagkakagulo", "na\_NA" ".\_PSNS"

</tweet>

Fig. . Filipino NER Output

## Feature Extraction Module

The feature extraction module extracts the following features from the input:

### Presence

This is a binary feature that indicates the presence of keywords like hashtags, URL, and retweets. The value of “1” is given if the keyword is present; “0” if it is absent.

### Tweet Length

This feature essentially counts the number of words of the input tweet.

### Word

This is mainly responsible for generating/extracting the different relevant words for the input tweets. The word features are extracted from the two datasets, the Mario and Ruby datasets. The Ruby dataset contains 2583 instances, which is composed of 1279 (CA), 245 (CD), 9 (CH), 37 (D), and 1013 (0); while the Mario dataset contains 1365 instances and is composed of 651 (CA), 99 (CD), 58 (CH), 47 (D) and 510 (O). To create the list of word features, the instances are grouped into their respective categories per dataset. From each category per dataset, the distinct words, excluding stop words (refer to **Error! Reference source not found.**), accented characters (i.e. Ã), and links (i.e. http://t.cÃ?Â¢Ã¢â??Â¬Ã?Â¦) are collected. From the collected words, the TFIDF score is then computed per category and the top 30% highest scoring TFIDF words serve as the word features. To further clean the list of word features, the irrelevant words are removed. This is done by having the proponents vote whether the word is deemed relevant or not. The word features used is from the Mario dataset.

## Category Classifier Module

With the extracted features and Weka[[3]](#footnote-3)**Error! Reference source not found.** as the tool used for classification, the category classifier module classifies the tweets into one of the following categories:

### Caution and Advice (CA)

If a tweet conveys/reports information about some warning or a piece of advice about a possible hazard of an incident.

### Casualty and Damage (CD)

If a tweet reports the information about casualties or damage/s caused by an incident.

### Donation (D)

If a tweet speaks about money raised, donations, goods/services offered.

### Call for Help (CH)

If a tweet speaks about goods/services being asked or requesting for help.

### Others (O)

If a tweet cannot be classified into one of the first three categories

Fig. 7 shows the output of this module.

<tweet type=”CH”>

"Kailangan\_VOTF", "na\_NA", "talaga\_IRIA", "ng\_NA", "military\_NCOM", "efforts\_NNS", "sa\_NCOM", "most\_JJS", "part\_JJ", "of\_IN", "<location: Leyte/>", ".\_PSNS", "Nagkakagulo", "na\_NA" ".\_PSNS"

</tweet>

Fig. . Category Classifier Output

## Rule Inductor Module

The rule inductor module applies the set of rules by looking for patterns in the text. Fig. 8 shows some of the sample rules. The Rule Inductor uses handrafted rules to extract information. The rules are classified according to the category to avoid overapplication of the rules. Most of the handcrafted rules uses POS as its marker to make sure that the rules could still be adapted to other storms. The handcrafted rules are based on the Ruby dataset.

<string:#walangpasok>[as]ADVICE <pos:JJ><pos:VBZ>

<string:lalim>[as]ADVICE <string:ANY><string:baha>[as]ADVICE

Fig. . Sample Rules

## Ontology Population Module

The ontology population module handles the filling out of the ontology with instances that are taken from the previous model. Thismodule receives the instances in *I*. For each instance in *I*, it will look for its matching class. If a match is found, the instance will be added to the ontology.

# EXPERIMENTS

## Corpus

The Twitter crawler was deployed during the duration of Typhoons Mario (September 9, 2014) and Ruby (December 8, 2014). From the tweets collected, two datasets were formed. The first dataset is composed of Mario tweets whereas the second dataset is composed of Ruby tweets. Both datasets were manually annotated to which of the following categoried they belong to: Caution and Advise (CA), Casualty and Damage (CD), Call for Help (CH), Donation (D), and Others (O). The Mario datasets contained 655 (47.99%) retweets and 1626 (63.34%) retweets for the Ruby dataset. Less than 1% of the tweets came from official government accounts. The labels are manually annotated by the proponents. The annotation is done by votation. Each of the proponents classifies the the instance. Then, the majority was used as the label of the instance. To measure the annotators’ agreement, kappa’s statistics was used as the metrics. The Mario dataset scored 0.884 kappa, and the Ruby dataset scored 0.979 kappa. Table 4‑1 shows the statistics

Table ‑. Contents of the dataset

|  |  |  |
| --- | --- | --- |
| Category | Dataset | |
| Mario | Ruby |
| CA | 651 (47.69 %) | 1279 (49.52 %) |
| CD | 99 (7.25 %) | 245 (9.49 %) |
| CH | 58 (4.25 %) | 9 (0.35 %) |
| D | 47 (3.44 %) | 37 (1.43 %) |
| O | 510 (37.36 %) | 1013 (39.22 %) |
| **Total** | 1365 | 2583 |
| **Retweets** | 655 (47.99 %) | 1636 (63.34 %) |
| **Official** | 7 (0.5%) | 10 (0.4%) |
| **Kappa** | 0.884 | 0.979 |

## Information Extraction

The objective of the information extraction is to extract the relevant information on the tweet based on the classified category. For the CA category the following information is extracted: location mentioned in the tweet and the advice/caution. For the CD category, location in tweet, the object that is destroyed, the details of the object, and the victim’s name. For the CH category, the location in tweet and the victim’s name. For the D category, the location in tweet, the items to be donated and the details of the item. However, because of the low number of available instance for the CH category. No relevant information could be extracted from the instances, thus no rules were created. The aim of this evaluation is to test the performance of the hand-crafted rules. Table 4‑2 shows the results of the information extraction for the Mario dataset.

Table 4‑3 shows the results of the information extraction for the Ruby dataset.

Table ‑. Results for the Mario dataset

|  |  |  |  |
| --- | --- | --- | --- |
|  | Precision | Recall | F-measure |
| CA-Advice | 0.5593 | 0.3388 | 0.4219 |
| CA-Location | 0.6762 | 0.3352 | 0.4482 |
| CD-Object | 0.4737 | 0.1125 | 0.1818 |
| CD-Detail | 0 | 0 | 0 |
| CD-Victim | 1 | 0.9825 | 0.9912 |
| CD-Location | 0.4700 | 0.0803 | 0.1372 |
| D-Resource | 1 | 1 | 1 |
| D-Detail | 1 | 1 | 1 |
| D-Victim | 1 | 1 | 1 |
| D-Location | 1 | 0.2602 | 0.4130 |

Table ‑. Results for the Ruby dataset

|  |  |  |  |
| --- | --- | --- | --- |
|  | Precision | Recall | F-measure |
| CA-Advice | 0.6332 | 0.3010 | 0.4080 |
| CA-Location | 0.8216 | 0.4454 | 0.5777 |
| CD-Object | 0.5693 | 0.3790 | 0.4550 |
| CD-Detail | 0.7531 | 0.1317 | 0.2247 |
| CD-Victim | 1 | 1 | 1 |
| CD-Location | 0.6274 | 0.5142 | 0.5652 |
| D-Resource | 0.9688 | 0.8267 | 0.8921 |
| D-Detail | 1 | 1 | 1 |
| D-Victim | 1 | 1 | 1 |
| D-Location | 1 | 0.2778 | 0.4348 |

### Location

For the location, the system has a fairly low precision and recall. This is because the dataset mostly contained single word locations. For the low precision, this could be attributed to a number of reasons: (1) sometimes the location words repeat; (2) the words that were extracted were not deemed to be actual location words; and (3) there are instances in the dataset that contains multiple location words. For the low recall, this could be attributed to a number of reasons: (1) there is great diversity in how locations are named in the country. Some other location names can be mistakenly tagged as another part of speech in the tweet instance (e.g. Talisay as a noun instead of a place); and (2) the locations mentioned in the tweet instance are not actual words (e.g. Region 6, 7, 8).

### Advice

The advice extracts the warnings in the tweet. It extracts information about flood levels, storm signals, class suspensions, and road blocks. The system was able to score a 0.4219 f-measure on the Mario dataset, while 0.4080 on the Ruby dataset. This is because the rules fitted on the Ruby dataset, but not on the Mario dataset. This is because the two datasets have different contents. The Ruby dataset mostly contained tweets about storm signals. However, the Mario dataset contained about road blocks and flood levels. This caused a decrease in the performance in the Mario dataset.

### Object

The object extracts the objects that was destroyed. The system scored low on the extraction of the objects because of the (1) some of the details were considered as objects (2) multiple objects are presence in the tweet thus confusing the extraction. The low recall is attributed to (1) incorrectly POS tags of the word.

### Object Detail

The object details extract details about the object. This extracts the status of the object. The system scored 0 in f-measure because the system extracts the detail as part of the object. Thus, no extraction for the details.

### Victim

The victim extracts the name of the victim mentioned in the tweet. The system almost scored a perfect score in the Ruby dataset because there are only few instances where the names are mentioned. The Mario dataset got a perfect score because no names were mentioned. However, the system could not extract names because (1) could not be tagged by the POS tagger (2) could not be tagged by the NER tagger because of the lack of dictionary.

### Resource

The resource extracts the object that was donated. The system scored 1 in f-measure because no relevant information in the tweet for the Mario dataset. For the Ruby dataset, the system extracted the common items like relief goods, food, rice and water.

### Resource Detail

The resource detail extracts the details about the resource. It extracts the number of resource that was donated. The system was able to extract all the details. This is because it only extracted numbers. However, the system will have difficulty handling spelled out numbers, which is unlikely because Twitter can only contains at most 140 characters.

# Recommendations

This are the recommendations that will improve the system’s information extraction.

* **Improvement of the preprocessing module.** Create a more stabilize tool for Filipino (POS Tagger and NER). Add a lemmatizer submodule in order for the NER to detect multi-words location
* **Improvement of the categories.** there are ambiguous tweets that were then caused by the ambiguous nature of the Filipino language. Improvements can come from allowing multilabel classification for tweets that fall into more than one category since there have been tweet instances that really fall into more than one category when inspected manually. Furthermore, it seems that the existing labels are not enough to cover the diversity of the contents of the tweet; thus, it could be necessary to introduce more labels (inquiry, reports, and prayers) for different contents that can be made available in tweets.
* **Improvement of the rules.** Make the rules more specific. This could be done by adding rules that take advantage of specific words rather than just plainly relying on the presence of words that were tagged with certain POS markers. Another improvement that can be done is to make use of other approach in building the rules. An adaptive approach can be used to facilitate an automated process of building the rules.

# CONCLUSION

The goal of the study is to apply an adaptive information extraction architecture that extracts information from disaster-related Filipino tweets and displays them in an ontology. At present, the system is still being developed and we are working on the pre-processing, rule induction, and ontology modules. Only the crawler, feature extraction, and classification modules have a working output and are yet to be integrated with the rest of the modules.

In this paper, we present the experiments we conducted for the category classification module. Based on the results, the Random Forest algorithm presents the best performance. However, there is still an issue of having a small dataset. This is attributed to the Filipinos improper use of hashtags. We have collected more garbage data than the relevant ones. It is important to increase the instances in the corpus so that there will be better results for future testing. We recommend to change the categorization of the tweets because of the difference in the way Filipinos tweet from Americans.

Future work to this study would be to extract the relevant information per category then present them in an ontology.
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